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1 State Of The Art

State of the art pertaining to 3DFed project can be divided into three main categories namely RDF data
partitioning, federated SPARQL query processing, and RDF datasets profiling.

1.1 RDF Data Partitioning

In distributed RDF stores and SPARQL engines, the data are partitioned over a cluster of machines in order to
enable horizontal scale, where additional machines can be allocated to the cluster to handle larger volumes of
data. However, horizontal scaling comes at the cost of network communication costs. Thus a key optimization
is to choose a partitioning scheme that reduces communication costs by enforcing various forms of locality,
principally allowing certain types of (intermediate) joins to be processed on each individual machine [3].
Formally, given an RDF graph G and n machines, an n-partition of G is a tuple of subgraphs (G, ..., Gy,) such
n
that G = |J G, with the idea that each subgraph G; will be stored on machine i.! We now discuss different

=1
high-level alternatives for partitioning.

Triple/Quad-based Partitioning

A first option is to partition based on individual triples or quads without considering the rest of the graph. For
simplicity we will speak about triples as the discussion generalizes straightforwardly to quads. The simplest
option is to use round robin or random partitioning, which effectively places triples on an arbitrary machine.
This ensures even load balancing, but does not support any locality of processing, and does not allow for finding
the particular machine storing triples that match a given pattern.

An alternative is to partition according to a deterministic function over a given key; for example, a partition
key of S considers only the subject, while a partition key of PO considers both the predicate and object. Later
given a triple pattern that covers the partition key (e.g., with a constant subject if the key is S), we can find the
machine(s) storing all triples that match that pattern. We show some examples using different functions and
partition keys in Figure 1 considering four machines. Range-based partitioning assigns a range over the partition
key to each function, where the example of Figure 1 splits S into [a:1,a:3], [a:4,a:6], [b:1,b:3], [c:1,d:1].
This approach allows for range-based queries to be pushed to one machine, but requires maintaining a mapping
of ranges to machines, and can be complicated to keep balanced. An alternative is hash-based partitioning
where we compute the hash of the partition key modulo the number of machines, where the second example of
Figure 1 splits P by hash. This does not require storing any mapping, and techniques such as consistent hashing
can be used to rebalance load when a machine enters or leaves; however, if partition keys are skewed (e.g., one
predicate is very common), it may lead to an unbalanced partition. A third option is to apply a hierarchical-based
partition based on prefixes, where the third example of Figure 1 partitions O by their namespace. This may lead
to increased locality of data with the same prefix [29], where different levels of prefix can be chosen to enable
balancing, but choosing prefixes that offer balanced partitions is non-trivial.

Any such partitioning function will send any triple with the same partition key to the same machine, which
ensures that (equi-)joins on partition keys can be pushed to individual machines. Hash-based partitioning is
perhaps the most popular among distributed RDF stores (e.g., YARS2 [23], SHARD [37], etc.). Often triples will
be hashed according to multiple partition keys in order to support different index permutations, triple patterns,
and indeed joins across different types of partition keys (e.g, with S and O as two partition keys, we can push

'"'We relax the typical requirement for a set partition that G; NG = @ forall 1 < i < 5 < n to allow for the possibility of replication
or other forms of redundancy.
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Figure 1: Examples of triple-based partitioning schemes

S—S, 0—0 and S—O (equi-)joins to each machine). When the partition key P is chosen, the scheme is analogous to
distributed vertical partitioning. Care must be taken to avoid imbalances caused by frequent terms, such as the
rdf: type predicate, or frequent objects such as classes, countries, etc. Omitting partitioning on highly-skewed
partition keys may be advantageous for balancing purposes [23].

Graph-based Partitioning

Graph-based partitioning takes into consideration the entire graph when computing a partition. A common
strategy is to apply a k-way partition of the RDF graph G [30]. Formally, letting V' = so(G) denote the nodes of
k

G, the goal is to compute a node partition Vi,...,V, suchthat V = (J V,, V;NV; =0forall1 <i < j <k,
i=1

L%J <|Vi| < ('—‘;'] forall 1 < ¢ < k, and the number of triples (s, p,0) € G such that s and o are in different
node partitions is minimised. In Figure 2, we show the optimal 4-way partitioning of the graph seen previously,
where each partition has 3 nodes, there are 10 edges between partitions (shown dashed), and no other such
partition leads to fewer edges (<10) between partitions. Edges between partitions may be replicated in the
partitions they connect. Another alternative is to k-way partition the line graph of the RDF graph: an undirected
graph where each triple is a node, and triples sharing a subject or object have an edge between them.
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Finding an optimal k-way partition is intractable?, where approximations are thus necessary for large-scale
graphs, including spectral methods, which use the eigenvectors of the graph’s Laplacian matrix to partition it;
recursive bisection, which recursively partitions the graph in two; multilevel partitioning, which “coarsens” the
graph by computes a hierarchical graph summary, then partitions the smaller graph summary (using, e.g., spectral
methods), and finally “uncoarsens” by expanding back out to the original graph maintaining the partitions; etc.
We refer for more details to Bulug et al. [9], who argue that multilevel partitioning is “clearly the most successful
heuristic for partitioning large graphs”. Such techniques have been used by H-RDF-3x [27], EAGRE [49],
Koral [28], and more besides.

Query-based Partitioning

While the previous partitioning schemes only consider the data, other partitioning methods are (also) based
on queries. Workload-based partitioning strategies have been broadly explored, where the idea is to identify
common joins in query logs that can be used to partition or replicate parts of the graph in order to ensure that
high-demand joins can be pushed to individual machines. Partitioning can then be a priori, for example, based
on a query log; or dynamic (aka. adaptive), where the partitions change as queries are received. Such strategies
are used by WARP [26], Partout [17], WORQ [33], chameleon-DB [5], AdPart [22], etc.

Dynamic Data Exchange

It is possible that the initial static partitioning of data is not optimized when deployed in real-world settings.
This is because that the type data distribution may result in large intermediate results during query processing
and consequently to unacceptably high network traffic, resource consumption, and overall query runtime. In
that case, it is important to dynamically shuffie the data among data nodes or endpoints to fit according to the
type of receiving workload. There is only little attention paid to this dynamic partitioning of data in RDF graphs
and SPARQL querying. Bok et. al [7] proposes a dynamic partitioning method of RDF graphs to support load
balancing in distributed environments where data insertion and change continue to occur. The proposed method
generates clusters and subclusters by considering the usage frequency of the RDF graph that are used by queries
as the criteria to perform graph partitioning. It creates a cluster by grouping RDF subgraphs with higher usage
frequency while creating a subcluster with lower usage frequency. Workload-adaptive streaming partitioner
named WASP, that aims to achieve low-latency and high-throughput online graph queries was proposed in [11].
They assume that workload typically contains frequent query patterns, WASP exploits the existing workload to
capture active vertices and edges which are frequently visited and traversed, respectively. This information is
used to heuristically improve the quality of partitions either by avoiding the concentration of active vertices in a
few partitions proportional to their visit frequencies or by reducing the probability of the cut of active edges
proportional to their traversal frequencies. Other systems such as WARP [26], PartOut [17], Loom [15], and
Taper [16] have limited support for workload-adaptive partitioning [11].

Replication

Rather than partitioning data, data can also be replicated across partitions. This may vary from replicating the full
graph on each machine, such that queries can be answered in full by any machine increasing query throughput
(used, e.g., by DREAM [21]), to replicating partitions that are in high-demand (e.g., containing schema data,
central nodes, etc.) so that more queries can be evaluated on individual machines and/or machines have equal
workloads that avoid hot-spots (used, e.g., by Blazegraph [47] and Virtuoso [14]).

2Given a graph, deciding if there is a k-way partition with fewer than n edges between partitions is NP-complete.
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Figure 2: Example of optimal k-way partitioning (k = 4)

Discussion

Triple/quad-based partitioning is the simplest to compute and maintain, requiring only the data present in an
individual tuple, allowing joins on the same partition key to be pushed to individual machines. Graph-based
partitions allow for evaluating more complex graph patterns on individual machines, but are more costly to
compute and maintain (considering, e.g., dynamic data). Information about queries, where available, can be used
for the purposes of workload-based partitioning, which partitions or replicates data in order to enable locality for
common sub-patterns. Replication can further improve load balancing, locality and fault-tolerance at the cost of
redundant storage.

1.2 Federated SPARQL Query Processing

In this section, we give a brief overview of the federated SPARQL query processing engines over multiple
endpoints. The focus is the cost-based federation engines, as planned in the 3DFed project. In particular, we
describe how the cardinality estimations for triple patterns and joins between triple patterns are performed in
state-of-the-art cost-based federated SPARQL query processing engines.

DARQ [36] is an index-assisted federated query engine based on index-only source selection and nested
loop join for query optimization. However, DARQ can generate a large number of endpoint requests due to
the nested loop join implementation. SPLENDID [19] makes use of a hybrid (index+SPARQL ASK) source
selection approach, a cost-based optimization using datasets statistics. While SPLENDID makes use of bind as
well as hash joins , it does not perform a join-aware source selection and thus often overestimates the number of
relevant sources. FedX [44] is an index-free approach based on ASK queries for source selection. It performs
bind joins in a block nested loop fashion. Since FedX does not store any statistics about the datasets, the join
ordering is based solely on a heuristic, i.e., counting the free variables among triple patterns. Thus, it can
generate query execution plans that are not efficient.

ANAPSID [2] is an adaptive query federation engine that adapts its query execution at runtime. It makes use
of a hybrid source selection approach and implements adaptive group and adaptive dependent joins. SemaGrow
[10] is an index-assisted approach based on stored statistics about datasets. SemaGrow implements bind, hash,
and merge joins. However, like SPLENDID, it overestimates the set of relevant sources and can result in
extra intermediate results. Lusail [1] is an index-free query federation engine that exploits the data locality for
optimized query processing. Odyssey [34] is index-assisted query engines based on cardinality estimations to
generate optimized query execution plans. Inspired by our CostFed [42] engine, we are proposing a cost-based
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SPARQL query federation engine. The join ordering of the plans it generates will be based on an estimation
of the cardinality of the triple patterns and the joins contained in the input query. The decision between the
join implementation to use (bind or symmetric hash join) will be based on the join cost estimation function it
implements. In addition, it will implement means to keep its index up-to-date based on regular intervals as well
as at fixed times. Some others recent relevant work can be found in [?, 6, 32, 45]

Now we go into further details of the cost-based federation engines.

SPLENDID: SPLENDID [18] also uses VoID statistics to generate a query execution plan. It uses a dynamic
programming approach to produce a query execution plan. SPLENDID makes use of both hash (><y,) and bind
(><p) joins.

Triple pattern cardinality is estimated as follows:

cardgy(?,p,?) = cardgy(p)

p
cardg(s,?,? |d| - sel .sq

p

?

cardg(p) - sel.oq(p)
cardg(s,?,0) = |d| - sel .sq - sel .oq

(
(
cardg(s, p,?) = cardy(p) - sel. sq4(p)
(
cardgy(?,p,0
(

)

)
cardgy(?,7,0) = |d| - sel .04

)

)

where the card;(p) is the number of triple patterns in the data source d having predicate p. The total
number of triples in a data source d is defined as |d|. If we have a bound predicate then the average selectivity
of subject and object is defined as sel.sy(p) and sel.oq(p) respectively; if the predicate is not bound then the
average selectivity of subject and object is defined as sel.sy and sel.o4 respectively. In star-shaped queries,
SPLENDID estimates the cardinality of triple patterns having the same subject separately. All triples with same
subjects are grouped and then the minimum cardinality of all triple patterns with bound objects is calculated.
Lastly, the cardinality of remaining triples with unbound objects is multiplied with the average selectivity of
subjects and the minimum value. Formally, the equation is defined as:

cardy(T') =
min (Cardd (Tbound)) : H (Sel-sd : CaI‘dd (Tunbound))

Join cardinality is estimated as follows:

card(ql > ¢2) =card (q1) - card (¢2) - sel(q1, ¢2)

In these equations the sel is the join selectivity of two input relations. It defines how many bindings are
matched between two relations. SPLENDID uses the average selectivity of join variables as join selectivity.

LHD: LHD [48]is a cardinality-based and index-assisted approach that aims to maximize parallel execution
of sub-queries. It makes use of the VoID statistics for estimating the cardinality of triple patterns and joins
between triple patterns. LHD only uses Bind joins for query execution. LHD implements a response-time-cost
model by making an assumption that the response time of a query request is proportional to the total number of
bindings transferred. LHD determines the total number of triples ¢4, distinct subjects s4 and objects o4 from the
VoID description of a dataset d. The VoID file also provides other information, such as the number of triples
tq.p, distinct subjects s4,, and distinct objects o4, in the dataset d for a predicate p. The federation engine
makes an assumption about uniform distribution of objects and subjects in datasets. Let’s assume a triple pattern
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T : {SPO} 3, the function to get the set of relevant datasets of T is defined as S(T'), the selectivity of x with
respect to S(T) is defined as selT'(x), and the cardinality of x with respect to S(T") is defined as cardT'(x).

For single triple pattern cardinality estimation, the selectivity of each part is estimated as follows:

selp(S) =
Laes(r) ta/a i
2 des(T) 5d if var(P) A = var(S)
Laesr tap/sdp if P =p A —var(S)
des(T) Sdp
1 if var(9)
selp(P) =
Laesmytdr e p
2 des(r) td iE=p
1 if var(P)
selp(0) =

> des(r) ta/oa
des(T) %d

Laes(r) tp/Odp if P=pA —var(O)

zdeS(T) Od.p

if var(P) A = var(O)

1 if var(O)
After calculating the selectivity of each part, LHD estimates the cardinality of the triple pattern as follows:

card(T') =t - selp(S) - selp(P) - selp(0)

Given two triple patterns T1 and T2, LHD calculates the join selectivity by using the following equations:

sel (Tl > TQ) =

D des(Ty) Sd-pl 2_des(Ty) Sd.p2

if joined on 51 = Ss

des(Ty) Sd'EdGS(TQ) Sd

D des(Ty) Od-pl D des(Ty) Od-p2
ZdeS’(Tl) Od'ZdGS(Tg) 0d

if joined on O1 = O9

ZdES(Tl) 5d<P1'ZdeS(T2) 0d.p2
deS(Ty) Sd'2_des(Ty) Od

if joined on 51 = O»

1 if no shared variables.

Using the join selectivity values, join cardinality is estimated by the following equation:

card (Th T ... Ty)

= Hcard(Ti) csel (T Ty .. Ty)
i=1

3In this section, the letters with a question mark (e.g. ?x) denote a variable in an RDF triple, a literal value is represented by a
lower-case letter (e.g. 0) , and a variable or a literal value is defined by an upper-case letter (e.g. S)
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SemaGrow: SemaGrow [10] query planning is based on VoID* statistics [4] about datasets. It makes use of
the VoID index as well as SPARQL ASK queries to perform source selection. Three types of joins, i.e, bind,
merge and hash, are used during the query planning. The selection to perform the required join operation is
based on a cost function. It uses a reactive model for retrieving results of the joins as well as individual triple
patterns. As with CostFed, SemaGrow recursively defines SPARQL expressions. Given a data source S, the
cardinality estimations of triple patterns and joins are explained below.

SemaGrow contains a Resource discovery component, which returns the list of relevant sources to a triple
pattern along with statistics. The statistics related to the data source include (1) the number of estimated distinct
subjects, predicates and objects matching the triple pattern, and (2) the number of triple patterns in the data
sources matching the triple pattern. The cardinality of a triple pattern is provided by the Resource Discovery
component. On the other hand, for more complex expressions, SemaGrow needs to make an estimation based
on available statistics. In order to estimate complex expressions based on the aforementioned basic statistics,
SemaGrow adopts the formulas described by LHD [48]. The cardinality of each expression (E) in a data source
S, is defined as Card([E], S)).

For estimating the join cardinality we need to calculate the join selectivity ( JoinSel ([E'1] < [E2])), which
is given as follows:

JoinSel ([E1] = [E2]) =
min ( JoinSel [E1], JoinSel [E2])
JoinSel ([T]) = min (1/d;)

In these equations, E1 and E2 reside any join expressions or triple patterns. The T is a single triple pattern. d;
represents the number of distinct values for the i-st join attribute in a T. Hence, the join cardinality is given as
follows:

Card([F1] < [E2],S) =
Card([F1],S) - Card([E2],S) - JoinSel ([E1] i [E2])

Odyssey: Odyssey [34] makes use of the distributed characteristic sets (CS) [35] and characteristic pair (CP)
[20] statistics to estimate cardinalities. Odyssey estimates the cardinality of each type of query differently using
these statistics. For star-shaped queries, where the subject (or object) is the same for all joining triple patterns,
estimated cardinality for a given set of properties P (predicates of joining triple patterns) is computed using CSs
C; containing all these properties. The common subject (or object) is defined as an entity. CSs can be computed
by scanning once a dataset’s triples are sorted by subject; after all the entity properties have been scanned, the
entity’s CS is identified. For each CS C, Odyssey computes statistics, i.e., (count(C)) represents the number of
entities sharing C and (occurrences(p, C')) represents the number of triples with predicate p occurring with
these entities.

Odyssey represents estimatedCardinality ), ;... (P) as the estimated cardinality of queries that contain
distinct keywords, and estimatedCardinality (P) as the estimated cardinality of those queries that do not contain
the distinct keyword. Formally, estimated cardinality for star-shaped queries is defined as follows:

estimatedCardinality p; i, (P) = Z (count (Cy))
PCC;

estimatedCardinality (P) =

Z count () - H ocurrences (p;, Cj)

Pce, eh count (C})

4VoID vocabulary: https://www.w3.org/TR/void/
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For arbitrary-shaped queries, Odyssey also considers the connections (links) between different CSs. Char-
acteristic pairs (CPs) help in describing the links between Characteristic sets (CSs) using properties. For entities
el and e2 the link is defined as (C'Ss(el), C'Ss(e2),p), given that (el, p, e2) € s, where s is data source. The
number of links between two C'Ss: C; and C, through a property p is represented in statistics, which is defined
as: — count(C'i, C'j, p). The equation for estimating the cardinality (pairs of entities with a set of properties P,
and P;) for complex-shaped queries is defined as:

estimatedCardinality (P, P}, p) =

ZP)CQCZ'/\PZQCJ‘ (Count (C“ C,]?p) ' HpkEPk*{P}

ocurrences (pg,Ci) \ | H ocurrences (p;,C;) )
count(C;) pEPR, count(C}j)

In order to reduce the complexity, Odyssey treats each star-shaped query as a single meta-node; assuming that
the order of joins has already optimized within the star-shaped sub-queries. It uses Characteristics Pairs (CPs) to
estimate the cardinality of joins between star-shaped queries (meta-nodes) and uses dynamic programming (DP)
to optimize the join order and find the optimal plan.

1.3 RDF Datasets Profiling

SPORTAL [24] aims in providing basic information (e.g., distinct classes, properties, objects, etc.) about
the public SPARQL endpoints. SPARQELS [8] monitors the public SPARQL endpoints and monitors their
availability. The Linked SPARQL Queries (LSQ) dataset [38] provides meta-data information about real-world
SPARQL queries collected from public SPARQL endpoints querying logs. Beside SPORTAL information, we
are aiming to provide more detailed information (e.g., coherence of dataset, selectivities of subjects and objects
for a given predicate, some data quality related statistics etc.). In addition, we will also monitor the SPARQL
endpoints for availability and response times. We aim to present an LSQ like dataset in this task.

2 3DFed Architecture

Datasets suited for modern needs are commonly distributed and increasingly getting too large to fit in a single
server. Current distributed solutions are designed for central storage or at best static data distribution, which
can result in high network traffic and query runtimes. Modern end-user applications require results within
milliseconds. Thus, there is an increasing need for intelligent and efficient data distribution and federated query
engines to deal with these large amounts of data. The idea behind 3DFed is to develop generic approaches
for the automatic redistribution and federated querying of large distributed datasets so as to facilitate the
development of high-performance distributed data storage solutions. The final output will be W3C-standard-
conform solutions/tools that implement automatic data distribution, federated query planning and execution,
dynamic data exchange mechanisms, data storage profiling (containing useful information/statistics about the
underlying data) and data monitoring.

A preliminary architecture for 3DFed is shown in Figure 3. Starting from the bottom, we first convert the
different types of data into Resource Description Framework format (RDF), a W3C standard for the representation
of knowledge on the Web. We then distribute the resulting RDF datasets among different data storage solutions,
i.e., triple stores with public SPARQL endpoints, thus allowing users to query them by means of SPARQL,
the W3C standard for querying RDF data. The triple stores dynamically exchange the data to exploit data
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locality for maximising/balancing the amount of computation in a single storage solution. The user can query
the distributed triple stores using the 3DFed federation engine, which makes use of the data storage profiles
collected beforehand.

Application
Layer

Federation

Layer Strorage

Profiles

Storage and
Dynamic
Exchange

Layer

-~ 3DFed 3DFed 3DFed 3DFed
Transformation RDFizer RDFizer RDFizer RDFizer
Layer a ) @ ) @ ) @ y
Semi-
Structured i
ructure Structured Relational Text
fe @ @

Figure 3: The 3DFed Generic Architecture

The architecture consists of 4 main layers:

2.1 Data Transformation Layer

In this layer, we convert the different types that are relevant for the business use cases into the Resource
Description Framework format (RDF), a W3C standard for the representation of knowledge on the Web. The
large number of datasets required by the use cases will each be hosted in a SPARQL endpoint, thus allowing
the users to query them by means of SPARQL, the W3C standard for querying RDF data. Semi-structured and
structured data can already be converted to RDF data efficiently by using systems such as D2R, Triplify and
Sparqlify. Given that these systems all rely on manual specifications, we focus on devising automatic approaches
for the conversion of structured and semi-structured data into RDF and link them to existing dataset already
available on the LOD cloud.

The time-efficient and accurate extraction of RDF from unstructured data sources remains an important
challenge that needs to be addressed. In this WP, we will hence also develop methods for the automatic
transformation of unstructured data into Linked Data. Special attention will be paid to spatial data in this context.

2.2 Storage and Dynamic Layer

In 3DFed, we develop generic algorithms for the intelligent and automatic distribution and dynamic exchange of
large linked datasets among storage solutions. We will first start the automatic distribution of the linked data
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among the available data storage solutions or data nodes (in a clustered version of the data storage solution).
We then make use of the query logs to dynamically exchange the data between the data storage solutions. The
overall goal is to improve the query runtime performance and distribute the load among data storage solutions to
improve their availability. Consequently, this will facilitate the development of high-performance federation
engines. To this end, we aim to exchange the data between storage solutions dynamically and exploit data
locality to maximise/balance the amount of computation in a single storage solution. A data security model will
ensure that the data sharing abides by the restrictions pertaining to data sharing across two storage solutions
(e.g., that storage solutions that should not share data never share data). The dynamic exchange of data can be a
deletion, an insertion or the insertion of a replicated chunk of data from another storage solution. The decision of
dynamic exchange will be mostly based on the monitoring of the storage solutions, in particular on the federated
queries that were issued to the distributed storage solution.

2.3 Federation Layer

In this layer, we are proposing a cost-based SPARQL query federation engine. The join ordering of the plans it
generates will be based on an estimation of the cardinality of the triple patterns and the joins contained in the
input query. The decision between the join implementation to use (bind or symmetric hash join) will be based on
the join cost estimation function it implements. In addition, it will implement means to keep its index up-to-date
based on regular intervals as well as at fixed times.

2.4 Application Layer

In this layer, we provide user friendly interfaces for querying the distributed data hosted by different data storage
solutions. Additionally, we use interfaces for gathering the statistics during the data profiling.

3 Reusable Components

The 3DFed architecture will include some already existing tools, storage solutions, algorithms and models,
which represent reusable components. They will be integrated with other components as part of the full 3DFed
architecture.

3.1 Virtuoso

The architecture will use the Virtuoso Universal Server as an RDF storage solution. Virtuoso is a high-
performance virtual database engine which provides transparent access to existing data sources, which are
typically databases from different database vendors, or RDF knowledge graphs [13, 14, 12]. It supports data
access via the standard SPARQL protocol, but also offers drivers for the Jena, Sesame, and Redland frameworks.

It also provides support for partitioning data across multiple servers, via Virtuoso Cluster. Virtuoso Cluster
partitions each index of all tables containing RDF data separately. The partitioning is by hash. The result is that
the data is evenly distributed over the selected number of servers. Immediately consecutive triples are generally
in the same partition, since the low bits of IDs do not enter in into the partition hash. This means that key
compression works well.

Since RDF tables are in the end just SQL tables, SQL can be used for specifying a non-standard partitioning
scheme. For example, one could dedicate one set of servers for one index, and another set for another index.
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In the GeoKnow project’, it is shown how geospatial clustering and distributed geospatial querying can
be done within Virtuoso. Characteristic set, as a structure-aware RDF store feature, can be used to optimize
storage of RDF data in cases where the data exhibits regular, i.e. when there is a relational-like structure in the
data. Also, some benefits from reorganizing physical data placement according to geospatial properties have
been demonstrated using quad-tree procedure [43]. Squares of different sizes containing the same number of
geometries are constructed and distributed among the cluster nodes, acting like a load balancer.

All of these flexibilities allow us to use Virtuoso in 3DFed and extend the data storage model for cluster
with the additional types of partitioning outlined in the previous sections. The existing interfaces of Virtuoso
will also allow a seamless implementation of the dynamic data exchange algorithms planned in the 3DFed
architecture, to maximize the architecture’s performance.

3.2 Federation and Data Profiles

The DICE group at University of Paderborn already developed techniques for join-aware source selection
algorithms for federated SPARQL query processing over multiple endpoints [40, 41, 25, 39, 31]. We will reuse
the core idea of the join-aware source selection from these techniques. In addition, LSQ [38, 46], SPORTAL
[24] data models will be reused to create profiles of the RDF datasets.

3.3 Data Transformation

In this project, elevait will provide its software platform for extracting and transforming information from
arbitrary business documents, like handwritten orders or invoices. The software comprises of a bunch of web
services for different machine learning tasks as well as Al Studio, based on Apache Nifi, for orchestrating
these services on application level in a sophisticated extraction pipeline. In addition, the platform contains web
applications that are mainly managing and reading the extracted information to present the insights to the users.
The extraction pipeline already creates RDF data ins JSON-LD format. However, no SPARQL endpoint is used
for writing or reading the data in the whole platform due to the lack of proper federation of the big datasets.

4 Components Integration

4.1 Integration with other Components

Virtuoso will be used as an RDF storage system for the 3DFed architecture. Aside from the general RDF and
SPARQL storage and retrieval functionalities, the architecture will make use of Virtuoso’s triple-hash-based
partitioning on a Virtuoso cluster deployment.

As part of the project, the algorithms which will be developed both for partitioning the data on the cluster
and for the dynamic data exchange, will seamlessly be integrated into or on top of Virtuoso. This will be achieved
thanks to the flexibility of Virtuoso and its cluster deployment scheme, as well as its multiple standardized
interfaces for reading and writing RDF data.

Source selection is one of the most important step in federated SPARQL query query processing. Our
proposed 3DFed federated SPARQL query processing engine will first parse the given SPARQL queries to get
the individual triple patterns. Then, it will perform the join-aware triple pattern-wise source selection. For this
step, we will reuse (and extend) the HiBISCUS [40] source selection algorithm. It is implemented in java and

5http://geoknow.eu/
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hence easily can be integrated to the proposed federation engine. The LSQ and SPORTAL models the data in
RDF and can directly be integrated in to the proposed RDF-based data profiles.

As mentioned, the data transformation layer of elevaits software platform produces RDF data in JSON-LD
format, currently stored document-based NoSQL databases. A main goal of elevait in 3DFed is, to leverage the
real semantic power of the RDF data model in its platform. Regarding the integration, it means that all interfaces
between the extraction pipeline and the web applications at on side and the database at the other side have to be
analyzed in detail regarding the query complexity, especially aggregations, latency, throughput etc. After having
the 1st prototypes ready, it is the goals to integrate 3DFed components with the underlying Virtuoso as SPARQL
endpoint to write and read the data.

4.2 Integration into Partners’ Products

Based on the foundational integration of elevaits platform with the federated SPARQL endpoint, the integration
with the software products is mainly given due to the generic software architecture of the platform. However,
to move on for a real product integration, we see 4 major steps. First, we must check the usage of 3DFed
components with Virtuoso in the existing and constantly evolving continuous integration pipeline. That means
unit, integration and performance tests must be updated and improved. Second, in close relation the deployment
of the distributed database in a Kubernetes cluster must be enabled and topics like auto-scaling, monitoring,
and altering need to be implemented and tested deeply. Third, if this works well, a dedicated migration path
must be defined and implemented for the existing, productive installations. A main requirement is to ensure
the zero-downtime on migration including no data-loss. Again, several tests must be developed and executed
before its execution. Finally, and less uncritical than the steps before, the web applications enabling the users to
work with the RDF data must be overhauled to leverage the real semantic power of the graph data. This includes
check all existing visualization and interaction concepts.

5 Conclusion

We presented a detailed survey of state-of-the-art techniques in federated SPARQL query processing engines over
multiple SPARQL endpoints and the RDF data partitioning. It is followed by the detailed technical layered-based
architecture of the 3DFed. The reusable components and the strategies for their integration into other components
as well as partners’ products are discussed. We are aiming to develop a cost-based SPARQL query processing
engine, a workload-based static data partitioner, and a component for dynamic RDF data exchange, when
deployed in real-world environment.
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